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Lossless compression

“Today, by radio, and also on giant hoardings, a rabbi, an admiral 
notorious for his links to Masonry, a trio of cardinals, a trio, too, of 
insignificant politicians (bought and paid for by a rich and corrupt 
Anglo-Canadian banking corporation), inform us all of how our 
country now risks dying of starvation. A rumour, that’s my initial 
thought as I switch off the radio, a rumour, or possibly a hoax…”

A void, George Perec, translated by Gilbert Adair.
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Average code length

• Conventional wisdom: 8 symbols requires 3 bits
• Huffman: average code length is
L = 0.22*2 + 0.2 *2 + 0.18*3 + 0.15*3 + 0.10*3 + 0.08*4 + 0.05*5 
+ 0.02*5 = 2.8 bits

We saved 0.2 bits per symbol - something for nothing!



Is there a minimum code length?
• Yes!
• Let’s imagine an symbol appeared with probability p
• In which case there would be N = 1/p possibilities
• If we have a binary system, we might use I bits to represent N possibilities: 2I = N
I is called the information associated with p and 

If 2I = N then log2(2I ) = log2(N ) or I = log2(1/p)
or

I = - log2(p)
so
L = -0.22*log2(0.22) - 0.2*log2(0.2) - … -0.02*log2(0.02) =  2.7535



Lossless codes that are optimal

• Not Huffman codes (only under certain rare circumstances)
• Arithmetic codes are though (nearly)



Arithmetic codes
A = {0,1,2}, p = (p0,p1,p2)=(0.2, 0.4, 0.4)Message = 210

For a long explanation of this see:  (IC 5.2) Arithmetic coding - Example #1 mathematicalmonk https://www.youtube.com/watch?v=7vfqhoJVwuc&list=PLE125425EC837021F&index=42

https://www.youtube.com/watch?v=7vfqhoJVwuc&list=PLE125425EC837021F&index=42


What can be achieved with lossless coding?

• Lossless compression critically depends on information 
redundancy

• No redundancy = no compression
• Some information sources are inherently redundant.



Run length coding
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Either 500 bits per line 
or, here, five runs of ones 
(41,2),(48,16),(175,114),(349,44),(468,500) 
or, here, a list of the nine change points 
[41    43    48    64   175   289   349   393   468]



Burrows - Wheeler transformation
Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~

‘Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~' 
    '~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)' 
    ')~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa' 
    'a)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-ha' 
    'aa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-h' 
    'haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-' 
    '-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah' 
    'h-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (a' 
    'ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (' 
    '(ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you ' 
    ' (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you' 
    'u (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing yo' 
    'ou (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing y' 
    'you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing ' 
    ' you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing' 
    'g you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowin' 
    'ng you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowi' 
    'ing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, know' 
    'wing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, kno' 
    'owing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, kn' 
    'nowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, k' 
    'knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, ' 
    ' knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me,' 
    ', knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me' 
    'e, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing m' 
    'me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing ' 
    ' me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing' 
    'g me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowin' 
    'ng me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowi' 
    'ing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Know' 
    'wing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Kno' 
    'owing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Kn' 
    'nowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; K' 
    'Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; ' 
    ' Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do;' 
    '; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do' 
    'o; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can d' 
    'do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can ' 
    ' do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can' 
    'n do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we ca' 
    'an do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we c' 
    'can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we ' 
    ' can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we' 
    'e can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing w' 
    'we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing ' 
    ' we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing' 

    ‘ (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you' 
    ' (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you' 
    ' Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do;' 
    ' There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa);' 
    ' can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we' 
    ' do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can' 
    ' is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There' 
    ' knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me,' 
    ' knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me,' 
    ' me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing' 
    ' me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing' 
    ' nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is' 
    ' we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing' 
    ' you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing' 
    ' you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing' 
    '(ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you ' 
    '(ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you ' 
    '); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa' 
    ')~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa' 
    ', knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me' 
    ', knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me' 
    '-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah' 
    '-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah' 
    '; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do' 
    '; There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa)' 
    'Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~' 
    'Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; ' 
    'There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); ' 
    'a); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-ha' 
    'a)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-ha' 
    'aa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-h' 
    'aa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-h' 
    'ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (' 
    'ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (' 
    'an do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we c' 
    'can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we ' 
    'do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can ' 
    'e can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing w' 
    'e is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); Ther' 
    'e, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing m' 
    'e, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowing m' 
    'ere is nothing we can do; Knowing me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); Th' 
    'g me, knowing you (ah-haa); There is nothing we can do; Knowing me, knowing you (ah-haa)~Knowin' 
    'g me, knowing you (ah-haa)~Knowing me, knowing you (ah-haa); There is nothing we can do; Knowin' 

uu;;ene,,ggsggg  aaeehho)~  aahh((c  wrmmhnnnnnaa--Ttwwhww     aiiiii KKkkdnyynnnneiooo oooo  )



Tweedledee and Tweedledum



Lossy codes



Image from: "D.-T. Dang-Nguyen, C. Pasquini, V. Conotter, G. Boato, RAISE - A Raw Images Dataset for Digital Image Forensics, ACM Multimedia Systems, Portland, Oregon, March 18-20, 2015" .
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JPEG



JPEG
A series of “tricks” designed to reduce information that it is hoped the 
eye will not see
• Trick 1: discard pixels
• Trick 2: Split image into blocks and approximate them with 

equations
• Trick 3: Quantise the coefficients of the equations
• Trick 4: Scan them out to maximise runs
• Trick 5: Use Huffman coding to compress

At your PC - apply those in reverse order.



JPEG Trick 1: discarding
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Trick 2: approximation
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Trick 3: quantisation
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Trick 4: zigzag scanning 
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JPEG pipeline (35 years on!)

G. Hudson, A. Léger, B. Niss and I. Sebestyén, "JPEG at 25: Still Going Strong," in IEEE MultiMedia, vol. 24, no. 2, pp. 96-103, Apr.-June 2017, doi: 10.1109/MMUL.2017.38.

colour conversion Downsampling Block DCT Quantization Zigzag Huffman File



But what about movies?

• Solution 1: Code each frame as a JPEG (Motion JPEG)
• Solution 2: Model motion



MPEG



MPEG

16

A Guide to MPEG Fundamentals and Protocol Analysis

www.tektronix.com/video_audio/

Figure 2-14 introduces the concept of the GOP or Group Of Pictures. The GOP

begins with an I picture and then has P pictures spaced throughout. The

remaining pictures are B pictures. The GOP is defined as ending at the last pic-

ture before the next I picture. The GOP length is flexible, but 12 or 15 pictures

is a common value. Clearly, if data for B pictures are to be taken from a future

picture, that data must already be available at the decoder. Consequently, bidi-

rectional coding requires that picture data is sent out of sequence and tem-

porarily stored. Figure 2-14 also shows that the P-picture data are sent before

the B-picture data. Note that the last B pictures in the GOP cannot be transmit-

ted until after the I picture of the next GOP since this data will be needed to

bidirectionally decode them. In order to return pictures to their correct

sequence, a temporal reference is included with each picture. As the picture

rate is also embedded periodically in headers in the bit stream, an MPEG file

may be displayed by a personal computer, for example, in the correct order and

timescale.

Sending picture data out of sequence requires additional memory at the

encoder and decoder and also causes delay. The number of bidirectionally

coded pictures between intra- or forward-predicted pictures must be restricted

to reduce cost and minimize delay, if delay is an issue.

Figure 2-15 shows the tradeoff that must be made between compression factor

and coding delay. For a given quality, sending only I pictures requires more

than twice the bit rate of an IBBP sequence. Where the ability to edit is impor-

tant, an IB sequence is a useful compromise.

Figure 2-15.
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Measuring lossy quality

Huffman coding was the obvious choice. With
this encoding scheme (lossless entropy coding),
significantly higher compression rates were
obtained in JPEG.

Baseline and Profiles
In the early stages of drafting the standard
(1988), the group proposed producing a kernel
that fulfills most of the expected requirements
of videotex and envisioned image telecommu-
nication services. The results of the final selec-
tion formed the basic kernel (baseline) JPEG
system. Most significantly, a royalty-free base-
line system was created. On this foundation,
other profiles were added like layers of an onion
for specific applications and for options such as
arithmetic coding. Such options might have
been royalty bearing. The baseline coding
scheme structure is robust and has a very low
algorithmic complexity, making it easy to
understand and implement. The baseline is suf-
ficient for the many applications and is heavily
used.

This patent strategy for the JPEG baseline
and options proved to be most successful in
supporting market penetration of the JPEG
algorithm. On this basis, the Independent JPEG
Group (an informal open source group under
the leadership of Tom Lane) released an open
source JPEG code in October 1991 (based on
the draft JPEG standard). At that time, the Inter-
net and the web badly needed a still-picture
compression standard.

Later (2000–2002), it turned out that legally,
the ITU, ISO, or IEC patent policy did not per-
mit a royalty-free (RF) baseline with royalty-
bearing (RB) options. Only Fair, Reasonable,
and Non-Discriminatory (FRAND) terms were
permitted for the whole standard. This has led

to some patent litigation cases, which dimin-
ished between 2005 and 2006 when all the
argued patents were running out. However, for
future similar standardization projects, ideally,
a Standards Developing Organization with a
mixed RF and FRAND patent policy would be
required.

DC-AC Prediction
A vital part of image compression is de-correla-
tion. DCT is close to optimal for de-correlating
the values within the 8 ! 8 pixel blocks. In the
standard, the DC value of the preceding block is
used as the predictor for the current block. Dur-
ing the development of JPEG, a scheme for a
more advanced inter-block de-correlation,
using AC prediction, was considered. Based on
the DC values of neighboring blocks, AC values
in the center block can be predicted. However,
JPEG has not integrated this scheme due to
increased complexity. Instead, it was suggested
as a decoder-only option.

Lossless
Most early JPEG research efforts went into the
development of the higher compression (lossy)
mode. However, lossless coding was essential to
certain applications, as was a JPEG requirement.

Even though integer DCT would have pro-
vided the first choice, straightforward differen-
tial pulse code modulation (DPCM) was chosen
by JPEG for the lossless mode. DPCM is applied
in the pixel domain, where the value of a given
pixel in a given color component is represented
by the difference between the true value and a
predicted value, and then compressed with a
straightforward entropy coding technique
(Huffman). Seven DPCM predictors are defined
in the standard.

Excellent

Good

Fair

Poor

Bad

Q
ua

lit
y

0.08 0.25 0.75 2.25
Compression (bit/pixel)

key to abbreviations

ADCT: Adaptive Discrete Cosine Transform

ABAC: Adaptive Binary Arithmetic Coding

BSPC: Block Separated Progressive Coding

ADCT
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Figure 5. Subjective testing: (a) results from the test, conducted at (b) KTAS in Copenhagen (source Joint Photographic Experts

Group; used with permission).
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From Figure 5 of G. Hudson, A. Léger, B. Niss and I. Sebestyén, "JPEG at 25: Still Going Strong," in IEEE MultiMedia, vol. 
24, no. 2, pp. 96-103, Apr.-June 2017, doi: 10.1109/MMUL.2017.38.
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See, for example, Netflix Tech Blog, https://netflixtechblog.com/performance-comparison-of-video-coding-standards-an-adaptive-
streaming-perspective-d45d0183ca95

https://ieeexplore.ieee.org/document/7924246/citations#citations
https://netflixtechblog.com/performance-comparison-of-video-coding-standards-an-adaptive-streaming-perspective-d45d0183ca95
https://netflixtechblog.com/performance-comparison-of-video-coding-standards-an-adaptive-streaming-perspective-d45d0183ca95
https://netflixtechblog.com/performance-comparison-of-video-coding-standards-an-adaptive-streaming-perspective-d45d0183ca95


But what about?

• Audio?
• Other signals?



Compression

Mobile telephony, video conferencing, digital photography, 
drones, email, music, exploration, satellites, the internet, this 
lecture…

All rely on digital compression



Next

Error Control Coding
1st February 6pm (UK time) 2022

Thanks and kudos to the Worshipful Company of Information 
Technologists who sponsor these lectures.


