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Telegram word count: a checksum

Telegram 1876 from General Ulysses S Grant, Museum of American History, https://www.si.edu/object/telegram-1876%3Anmah_519527

https://www.si.edu/object/telegram-1876%3Anmah_519527


Parity

1011101

10111011 10101011

Five ones
An odd number
Let’s make it even Five ones

An odd number
That’s not even!

Send again please!

noise



Binary XOR

A B XOR (A+B) Even parity

0 0 0 0

0 1 1 1

1 0 1 1

1 1 0 0



RAID 5

…
10101110
10101000

+

= 00000110 00000110

10101000

-

10101110



Shannon Weaver Channel
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several variables-in color television the message consists of three functions
1(x, y, z), g(x, )I, I), Ir(x, )I, t) defined in a three-dimensional continuum-
we may also think of these three functions as components of a vector field
defined in the region-similarly, several black and white television sources
would produce "messages" consisting of a number of functions of three
variables; (f) Various combinations also occur, for example in television
with an associated audio channel.

2. A transmitter which operates on the message in some way to produce a
signal suitable for transmission over the channel. In telephony this opera-
tion consists merely of changing sound pressure into a proportional electrical
current. In telegraphy we have an encoding operation which produces a
sequence of dots, dashes and spaces on the channel corresponding to the
message. In a multiplex PCM system the different speech functions must
be sampled, compressed, quantized and encoded, and finally interleaved

INFORMATION
SOURCE TRANSMITTER

SIGNAL RECEIVED
SIGNAL

RECEIVER DESTINATION

MESSAGE MESSAGE

NOISE
SOURCE

Fig. I-Schematic diagram IIi a general communication system.

properly to construct the signal. Vocoder systems, television, and fre-
quency modulation are other examples of complex operations applied to the
message to obtain the signal.

3. The channel is merely the medium used to transmit the signal from
transmitter to receiver. It may be a pair of wires, a coaxial cable, a band of
radio frequencies. a beam of light , etc

-t. The receiver ordinarily performs the inverse operation of that done by
the transmitter, reconstructing the message from the signal.

S. The des/ilia/ion is the person (or thing) for whom the message is in-
tended.

\Ve wish to consider certain general problems involving communication
systems. To do this it is first necessary to represent the various elements
involved as mathematical entities, suitably idealized from their physical
counterparts. We may roughly classify communication systems into three
main categories: discrete, continuous and mixed. By a discrete system we
will mean one in which both the message and the signal are a sequence of

C E Shannon, “A Mathematical Theory of Communication”, Vol XXVII, July 1948, No 3, Bell System Technical Journal. 



Shannon Weaver Channel

…10001111101011111…
Binary symmetric 

channel

noise

…11001111111001111…



Binary symmetric channel

Tx Rx
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1
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pe

pe

1- pe

1- pe

Probability of error: pe



Shannon Weaver Channel

…10001111101011111…
Binary symmetric 

channel

noise

…11001111111001111…

pe = 0.05



Repetition code

Binary symmetric 
channel

noise
pe = 0.1

Make 3 copies Take a majority vote

pe = 0.03



Characterising  a repetition code

0 0.2 0.4 0.6 0.8 1
rate

0

0.05

0.1

0.15

p e

0 0.2 0.4 0.6 0.8 1
rate

10-15

10-10

10-5

p e
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Further, the current seven unit code equipment does not include 
the typing reperforators, automatic numbering transmitters, etc., re- 
quired for effective tape relay operation. Consequently, inbound mes- 
sages handled over seven unit code channels are currently received in 
the form of printed gummed tape which is pasted to message blanks. 
Correction of any errors appearing in the initial reception is effected 
by having the mutilated text retransmitted and pasting the piece of 
tape containing the repetition over the original tape. In order to 
retain a central -office file copy, an impression or Ditto duplication 
process copy is made before the message is released for forwarding. 

Messages received as described above must be manually reprocessed 
letter -by- letter for subsequent retransmission. Similarly, any outbound 
messages reaching the Central Office in the form of five unit reper- 
forated tapes are not retransmitted directly from that tape. Instead 
they must be reproduced in page form and then be manually reproc- 
essed letter -by- letter for transmission from unprinted seven unit per- 
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Fig. 20 -RCA error indicating seven -unit printer code. 

forated tape, except where five to seven unit interim code converters 
are used. 

Means for coordinating use of the seven unit code on radio circuits 
with use of the five unit code for tape relaying, through the medium 
of code converters, are described elsewhere in this paper. 

Higgitt Operation -The Higgitt or DCCC printing telegraph system is 
based upon the double current cable code, which is a polar version of 
the Morse code. Two'channels are imposed on a single radio carrier with 
speed of operation adjustable between a nominal 40 and 100 words 
per minute per channel, depending upon the stability of the radio 
carrier. Reception is in the form of printed gummed tape and trans- 
mission is from unprinted Morse perforated tape so that, as in seven 
unit code operation, extra processing time and cost are involved in 
Higgitt operation. There is, however, the difference that non -typing 
reperforators are available for reproducing cable code signals in 

www.americanradiohistory.com

TAPE RELAY SYSTEM 407 

ing calls are indicated by signal lamps in each of the several turrets, 
and outgoing calls to customers are accomplished by direct ringing. 

Radio Circuit Operating Facilities in Central Radio Offices 
Types of Radio Circuits- Circuits range in variety from those operated 
during a number of scheduled daily periods and handling only a small 
number of messages per day to circuits operated continuously and 
requiring a multiplicity of channels to handle several thousands of 
messages per day. 

Fig. 13- Transmitting equipment and concentrator switchboard in the pri- 
vate printer line section, Central Radio Office, New York, N. Y. 

A single radio transmitter may be used for single channel trans- 
mission in turn to several points worked on a schedule basis, for single 
channel transmission in turn to several points worked on a continuous 
basis, for single channel transmission solely to a single point, or for 
multi -channel transmission to a single point or to two or more points 
simultaneously. 

For lightly -loaded circuits, single channel printer transmission 
provides adequate traffic handling capacity in suitable form. In other 
cases, where the traffic volume to be handled exceeds the capacity of a 
single channel, RCA Time Division Multiplex is used to provide a 

www.americanradiohistory.com
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are subsequently removed and destroyed. A page printer monitor 
copy is made of every message sent to branch offices, and these copies 
are filed in numerical order according to the circuits over which they 
are received. 

The primary functions of the sending operator are to scan tapes 
for correct routing and insert them into the proper transmitter dis- 

Fig. 11- Automatic sending tables in operation. 

tributor heads. The necessary functions of numbering outward mes- 
sages, and preparing central office monitor copies are accomplished 
automatically without special action on the part of the operator. Line 
feed combinations included in the continuous number tape roll assure 
adequate spacing of messages at points of final printing. 
Receiving Reperforator Consoles -Traffic from all points where mes- 

www.americanradiohistory.com

“Tape relay system for radiotelegraph operation,” Sidney Sparks and Robert G Kreer, RCA Review, Volume VIII, September 1947, (3), pp 393 —426, Online at https://
worldradiohistory.com/ARCHIVE-RCA/RCA-Review/RCA-Review-1947-Sep.pdf

State of the art technology in 1947 - error detection with parity bits 

https://worldradiohistory.com/ARCHIVE-RCA/RCA-Review/RCA-Review-1947-Sep.pdf
https://worldradiohistory.com/ARCHIVE-RCA/RCA-Review/RCA-Review-1947-Sep.pdf


Hamming codes

s1 s2 s3 Location of error (syndrome)

0 0 0 No error

0 0 1 1

0 1 0 2

0 1 1 3

1 0 0 4

1 0 1 5

1 1 0 6

1 1 1 7

7 digits in total 
3 are parity 
4 are data 
(7,4) code



(7,4) Hamming code
Set 
b1+b3+b5+b7=0 
b2+b3+b6+b7=0 
b4+b5+b6+b7=0

p1 p2 d1 p3 d2 d3 d4

p1 p2 1 p3 1 0 0

0 1 1 1 1 0 0

0 1 1 1 0 0 0

d = [1100]

b1 b2 b3 b4 b5 b6 b7



(7,4) Hamming code

0 1 1 1 0 0 0

1 0 1 1 0 0 0

Check 
b1+b3+b5+b7=0 
b2+b3+b6+b7=0 
b4+b5+b6+b7=0

101 is binary address of the error (5 in decimal)



Characterising  (7,4) Hamming code
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Shannon’s coding theorem
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Shannon’ coding theorem

C ≤ 1 - H2(p)

where H2(p) is the entropy of a 
binary symmetric channel with 
probability of error p

The Claude Eustace Shannon Agony Aunt

Q. My channel has an error rate of 0.1 and a data rate of 
6 Mbits s-1.  How many repeats would I require to get the 
error rate down to 10-15 and what’s the cost?
A. Well, consulting your diagram I see that 60 repeats 

should do the job but that reduces our bandwidth to a 
measly 6/60 Mbits s-1 = 100 kbits s-1.

Q.  Can’t I do better than that?
A. Yes!  My bound is at 0.54, so I predict you could get 

zero error with a bandwidth of 3.24 Mbits s-1

Q. Amazeballs!  How do I design such a code?
A. Errr….
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Hamming codes
Golay codes

Information theory

Reed-Soloman codes

Walsh-Hadamard codes

Reed-Muller codes

Turbo codes

Gallager codes LDPC codes

AN codes

BCH codes
Goppa codes

Luby Transform (LT) codes

Polar codes

Tornado codes

CRC

parity

Fire codes





Hamming distance

0 0 0 0 
0 0 0 1 
0 0 1 0 
0 0 1 1 
0 1 0 0 
0 1 0 1 
0 1 1 0 
0 1 1 1 
1 0 0 0 
1 0 0 1 
1 0 1 0 
1 0 1 1 
1 1 0 0 
1 1 0 1 
1 1 1 0 
1 1 1 1 

   0   0   0   0   0   0   0 
   1   0   1   0   0   0   1 
   1   1   1   0   0   1   0 
   0   1   0   0   0   1   1 
   0   1   1   0   1   0   0 
   1   1   0   0   1   0   1 
   1   0   0   0   1   1   0 
   0   0   1   0   1   1   1 
   1   1   0   1   0   0   0 
   0   1   1   1   0   0   1 
   0   0   1   1   0   1   0 
   1   0   0   1   0   1   1 
   1   0   1   1   1   0   0 
   0   0   0   1   1   0   1 
   0   1   0   1   1   1   0 
   1   1   1   1   1   1   1

 1   0   1   0   0   0   1 
  

Hamming distance  
between code words 2 and 9: 
d(x2,x9),= 4

   1   1   0   1   0   0   0 



Hamming distance
0     3     4     3     3     4     3     4     3     4     3     4     4     3     4     7 

     3     0     3     4     4     3     4     3     4     3     4     3     3     4     7     4 
     4     3     0     3     3     4     3     4     3     4     3     4     4     7     4     3 
     3     4     3     0     4     3     4     3     4     3     4     3     7     4     3     4 
     3     4     3     4     0     3     4     3     4     3     4     7     3     4     3     4 
     4     3     4     3     3     0     3     4     3     4     7     4     4     3     4     3 
     3     4     3     4     4     3     0     3     4     7     4     3     3     4     3     4 
     4     3     4     3     3     4     3     0     7     4     3     4     4     3     4     3 
     3     4     3     4     4     3     4     7     0     3     4     3     3     4     3     4 
     4     3     4     3     3     4     7     4     3     0     3     4     4     3     4     3 
     3     4     3     4     4     7     4     3     4     3     0     3     3     4     3     4 
     4     3     4     3     7     4     3     4     3     4     3     0     4     3     4     3 
     4     3     4     7     3     4     3     4     3     4     3     4     0     3     4     3 
     3     4     7     4     4     3     4     3     4     3     4     3     3     0     3     4 
     4     7     4     3     3     4     3     4     3     4     3     4     4     3     0     3 
     7     4     3     4     4     3     4     3     4     3     4     3     3     4     3     0

min = 3 

max = 7

   0   0   0   0   0   0   0 
   1   0   1   0   0   0   1 
   1   1   1   0   0   1   0 
   0   1   0   0   0   1   1 
   0   1   1   0   1   0   0 
   1   1   0   0   1   0   1 
   1   0   0   0   1   1   0 
   0   0   1   0   1   1   1 
   1   1   0   1   0   0   0 
   0   1   1   1   0   0   1 
   0   0   1   1   0   1   0 
   1   0   0   1   0   1   1 
   1   0   1   1   1   0   0 
   0   0   0   1   1   0   1 
   0   1   0   1   1   1   0 
   1   1   1   1   1   1   1

Minimum Hamming distance = 3



Hamming distance visualised

-1000 -500 0 500 1000
-1500

-1000

-500

0

500

1000

0  0  0  0  0  0  0

1  0  1  0  0  0  1

1  1  1  0  0  1  0

0  1  0  0  0  1  1

0  1  1  0  1  0  0

1  1  0  0  1  0  1

1  0  0  0  1  1  0

0  0  1  0  1  1  1

1  1  0  1  0  0  0

0  1  1  1  0  0  1

0  0  1  1  0  1  0

1  0  0  1  0  1  1

1  0  1  1  1  0  0

0  0  0  1  1  0  1

0  1  0  1  1  1  0

1  1  1  1  1  1  1

Codes that 
“perfectly” 
fill the space 
are called 
perfect 
codes
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Approaching the Shannon limit

WiFi (648,486) LDPC code  

802.11n Table F-1Rate R = 3/4, p2304



Copyright Cambridge University Press 2003. On-screen viewing permitted. Printing not permitted. http://www.cambridge.org/0521642981
You can buy this book for 30 pounds or $50. See http://www.inference.phy.cam.ac.uk/mackay/itila/ for links.

564 47 — Low-Density Parity-Check Codes

Figure 47.5. Iterative probabilistic decoding of a low-density parity-check code for a transmission
received over a channel with noise level f = 7.5%. The sequence of figures shows the best
guess, bit by bit, given by the iterative decoder, after 0, 1, 2, 3, 10, 11, 12, and 13 iterations.
The decoder halts after the 13th iteration when the best guess violates no parity checks.
This final decoding is error free.

received:

0 1 2 3

10 11 12 13

→ decoded:
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Figure 47.6. Error probability of
the low-density parity-check code
(with error bars) for binary
symmetric channel with f = 7.5%,
compared with algebraic codes.
Squares: repetition codes and
Hamming (7, 4) code; other
points: Reed–Muller and BCH
codes.

Figure 47.6, p 564 from David J C MacKay, “Information Theory, 
Inference and  Learning Algorithms, Cambridge University Press 
2003

LDPC Block size 20,000, Rate =0.5 
GV = Gilbert-Varshimov Rate



State of the art

A few codes, Gallager and Polar, approach the Shannon limit in 
some circumstances
Not always easy to specify or find such codes
Simple codes still used

ECC started in 1948 - no prehistory
Absolutely vital for today’s systems
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Cellular phones
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Integral transforms
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Operating systems
31st May 6pm (UK time) 2022

Thanks and kudos to the Worshipful Company of Information Technologists who sponsor 
these lectures.


