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Telegram word count: a checksum

Form 7. Q\

THL ATLANTIC AND PACIFIC TELEGRAPH COMPANY.

ALL MESSAGES TAKEN BY THIS COMPANY SUBJEGT TO THE FOLLOWING TERMS:

To guard against mistakes, | sender of a message should order it REPEATED ; that is, telegraphed back to the originating | ferward any message over the lines of any other C Company when necessary to reach its destination.
office.  Forrepeating, one—hall e regular rateis (har(_ed in addition. Anditis arrreul between the sender of the following mes- Correctness in the transmission of muswea to any pou it on the lines of this Company, can be INSURKD by contract in
sage and this Company, that said éompwny shall not be liable for mistakes or dem;,sm the transmission or delivery, or for writing, stating agreed amount of risk, and payment ol premium thereon at the following rates, in'addition to the usual charge

non-delivery of any UNREPEATED message be) ond the amount received for sending the same : nor for mistakes or delays in the | for repeated messages, viz.: one pe t. for any distance not exceeding 1,000 miles, and two per cent. for any greater distance.
transmission or dellve;\ or for live f pREATED message beyond fifty times the sun received for sending the No employee of this Company is authorized to vary the foregoing.

same, unless specially hnured ¢ ays arising from unavoidable interruption in the working of their lines, or The Company will not be liable for damagesin any case where the claim is not presented in writing within sixty days after
for errors in cipher or & And this Company is hereby made the agents of the sender, without liability, to sending the message.

THOMAS T. | T, . D. HOMER BATES Gen, Supt, Atlagtic Division, New@York. )
President CHAS. A. TINKER, Gen.Supt Central Div’ | of M” _ Heysan rrancisco. Secretary.

Al DEDT N __Nillaang -n

VYan Kleeck, Clark & Co,, Pringrs, 98 Yeaey Street,

Telegram 1876 from General Ulysses S Grant, Museum of American History,


https://www.si.edu/object/telegram-1876%3Anmah_519527

Parity

1011101 Send again please!
Five ones That'S not even!
An odd number An odd number
Let's make it even Five ones

10111011 —»-—» 10101011



Binary XOR

JA B XOR (A+B) | Even parity
0 0 0 0
0 1 1 1
1 0 1 1
1 1 O 0




RAID 5
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Shannon Weaver Channel

INFORMATION
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Fig. 1—Schematic diagram ol a general communication system.

C E Shannon, “A Mathematical Theory of Communication”, Vol XXVII, July 1948, No 3, Bell System Technical Journal.



Shannon Weaver Channel
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Binary symmetric channel
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Shannon Weaver Channel
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Repetition code

Binary symmetric = P e
channel L 3 3 ' f* Gy
Make 3 copies Take a majority vote

noise
=0.1 =0.03




Characterising arepetition code




State of the art technology in 1947 - error detection with parity bits

7 UNIT
PRINTER
CODE

Fig. 13—Transmitting equipment and concentrator switchboard in the p
vate printer line section, Central Radio Office, New York, N. Y

Fig. 11—Automatic sending tables in operation.

“Tape relay system for radiotelegraph operation,” Sidney Sparks and Robert G Kreer, RCA Review, Volume VIIl, September 1947, (3), pp 393 —426, Online at


https://worldradiohistory.com/ARCHIVE-RCA/RCA-Review/RCA-Review-1947-Sep.pdf
https://worldradiohistory.com/ARCHIVE-RCA/RCA-Review/RCA-Review-1947-Sep.pdf

Hamming codes

7 digits in total

sl s2 s3 Location of error (syndrome)
5are parlty 0 0 0 No error
4 are data o o 1 1
(7,4) code o 10 ;

0 1 1 3

1 0 0 4

1 0 1 5

1 1 0 6

1 1 1 7




(7,4) Hamming code

b1 oY b3 b4 b5 b6 oY Set
pl p2 dl p3 d2 d3 d4 bl1+b3+b5+b7=0
d = [1100] b2+b3+b6+b7=0
b4+b5+b6+b7=0
pl p2 1 pP3 1 0 O
0 1 1 1 1 0 0




(7,4) Hamming code

Check
° § : § ° ° b1+b3+b5+b7=0
b2+b3+b6+b7=0
b4+b5+b6+b7=0
1 0) 1 1 0) 0) 0,

101 is binary address of the error (5 in decimal)



Characterising (7,4) Hamming code
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Shannon's coding theorem
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C <1 - Hxp)

where Hz(p) is the entropy of a
binary symmetric channel with
probability of error p

Shannon’ coding theorem

The Claude Eustace Shannon Agony Aunt

Q. My channel has an error rate of 0.1 and a data rate of

6 Mbits s-1. How many repeats would I require to get the

error rate down to 10-15 and what’s the cost?

A. Well, consulting your diagram I see that 60 repeats
should do the job but that reduces our bandwidth to a
measly 6/60 Mbits s-1 = 100 kbits s-1.

Q. Can’t I do better than that?
A. Yes! My bound 1s at 0.54, so I predict you could get
zero error with a bandwidth of 3.24 Mbits s-!

Q. Amazeballs! How do I design such a code?
A. Errr....




parity

Information theory
Walsh-Hadamard codes
Hamming codes

Golay codes

Reed-Soloman codes

Reed-Muller codes

Gallager codes

G d
BCH codes SPPE RIS

Fire codes AN codes

CRC

Turbo codes

Polar codes

LDPC codes

Tornado codes

Luby Transform (LT) codes



Notes on Digital Coding*

The consideration of message coding as a.
means for approaching the theoretical capac-
ity of a communication channel, while reduc-
ing the probability of errors, has suggested
the interesting number theoretical problem
of devising lossless binary (or other) coding
schemes serving to insure the reception of a
correct, but reduced, message when an up-
per limit to the number of transmission er-
rors 1s postulated.

An example of lossless binary coding is
reated by Shannon! who considers the case
of blocks of seven symbols, one or none of
which can be in error. The solution of this
tase can be extended to blocksof 2*—1-binary
symbols, and, more generally, when coding
schemes based on the prime number p are
employed, to blocks of p»—1/p—1 symbols
which are transmitted, and received with
complete equivocation of one or no symbol,
each block comprising # redundant symbols
designed to remove the equivocation. When
encoding the message, the #z redundant sym-
bols x,, are determined in terms of the mes-
sage symbols Y from the congruent rela-
tions

.F:"“{;}““I W p=1}—n

E.= X,. + amit: Y = 0 (mod p).

Kml

In the decoding process, the E's are recalcu-
lated with the received symbols, and their
ensemble forms a number on the base p
which determines univocally the mistrans-
mitted symbol and its correction.

In passing from n to n-+1, the matrix
with n rows and p*—1/p—1 columns formed

* Received by the Institute, February 23, 1949,

1 C. E. Shannon, “A mathematical theory of com-
munication,” Bell Sys. Tech. Jour., vol. 27, p. 418;
July, 1948,

with the coefficients of the X’s and ¥’s in the
expression above is repeated p times hori-
zontally, while an (2-+1) st row added, con-
sisting of p*—1/p—1 zeroes, followed by as
many one's etc. up to $—1:an added column
of # zeroes with a one for the lowest term
completes the new matrix for z--1.

If we except the trivial case of blocks of
2541 binary symbols, of which any group
comprising up to S symbols can be received
in error which equal probability, it does not
appear that a search for lossless coding
schemes, in which the number of errors is
limited but larger than one, can be sys-
tematized so as to yield a family of solutions.
A necessary but not sufficient condition for
the existence of such a lossless coding scheme
in the binary system is the existence of three
or more first numbers of a line of Pascal’s tri-
angle which add up to an exact power of 2. A
limited search has revealed two such cases;
namely, that of the first three numbers of the
90th line, which add up to 22 and that of the
first four numbers of the 23rd line, which add
up to 2%, The first case does not correspond
to a lossless coding scheme, for, were such a
scheme to exist, we could designate by 7 the
number of I, ensembles corresponding to
one error and having an odd number of 1's
and by 90—r the remaining (even) ensem-
bles. The odd ensembles corresponding to

two transmission errors could be formed by
re-entering term by term all the conbina-
tions ol one even and one odd ensemble cor-
responding each to one error, and would
number 7(90—7). We should have r-
r(90 —r) =2Y which 1s impossible for inte-
gral values of 7.

On the other side, the second case can be
coded so as to vield 12 sure symbols, and the
ame matrix of this case is given in Table I.
A second matrix 1s also given, which is that
ol the only other lossless coding scheme en-
countered (in addition to the general class
mentioned above) in which blocks of eleven
ternary symbols are transmitted with no
more than 2 errors, and out of which six sure
symbols can be obtained.

It must be mentioned that the use of the
ternary coding scheme just mentioned will
always result in a power loss, whereas the
coding scheme for 23 binary symbols and a
maximum of three transmission errors yields
a power saving of 14 db for vanishing prob-
abilities of errors. The saving realized with
the coding scheme for blocks of 2* —1 binary
symbols approaches 3 db for increasing #'s
and decreasing probabilities of error, but a
loss 1s always encountered when n=3.

MARCEL J. E. GoLAy
Signal Corps Engineering Laboratories
Fort Monmouth, N. |

TABLE 1

¥i Yo Yo Yi Yo ¥ ¥Yi Ya ¥ Yoo Yu ¥ ¥s Ya Vi ¥a ¥ Ya
X 1 0 0 ] 1 I 0 0 0 1 1 1 X 1 1 1 2 2 0
Xa 1 §] 1 ] 1 1 () 1 1 () 0 1 X 1 1 2 1 0 2
Xa 1 0 1 1 0 1 1 0 1 0 1 0 X3 1 2 1 0 1 2
Xa 1 0 1 1 1 0 1 1 0 1 0 0 ¢ 1 2 0 1 2 1
Xs 1 1 0 0 1 1 1 0 1 1 0 (0 X 1 ] 2 2 1 1
X 1 1 4] 1 0 1 1 1 i) §] 0 1
X7 1 1 U 1 1 0 0 1 1 0 1 0
X 1 1 | 0 0 1 0 1 0 1 1 ]
Xo 1 1 1 ] 1 0 1 0 0 0 1 1
X 1 1 1 i 0 0 O o0 1 1 0 1
Xun O | 1 1 1 1 1 1 1 1 1 1

|
|
|

|
l
\

Reprinted from Proc. IRE, vol, 37, p. 657, June 1949,



Hamming distance

between code words 2 and 9:

Hamming distance

O 1O OO0 OO OO O A A
OO OO OO A OO
OO0 crdrdcd OO 4 «

OO0 A v v

4

O 10O IO OO IO —HOOASSHAS
OO0 OO0 A 1SS
SOOI rdrd OO v4 v v
OO0 A v v «

= 4

d(x2,x9),



Hamming distance

3
o o @ oll[o b o
1 o 1 %1lloe3 b 1
1 1 1 30/|lesa 0o 30
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7 4 3 4 4 3 4 3 4 3 4 3 3 4
min = 3 Minimum Hamming distance = 3

max = 7/



Hamming distance visualised
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Codes that
“perfectly”
fill the space
are called
perfect
codes
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WiFi (648,486) LDPC code
802.11n Table F-1Rate R

3/4,p2304



LDPC Block size 20,000, Rate =0.5
GV = Gilbert-Varshimov Rate

low-density
parity-check code

Shannon limit

Probability of decoder error

Figure 47.6, p 564 from David J C MacKay, “Information Theory,
Inference and Learning Algorithms, Cambridge University Press
2003




State of the art

A few codes, Gallager and Polar, approach the Shannon limit in
some circumstances

Not always easy to specify or find such codes
Simple codes still used

ECC started in 1948 - no prehistory
Absolutely vital for today’s systems



Next

Cellular phones
8th March 6pm (UK time) 2022

Integral transforms
12th April 6pm (UK time) 2022

Operating systems
31st May 6pm (UK time) 2022

Thanks and kudos to the Worshipful Company of Information Technologists who sponsor
these lectures.



