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A potential divider
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An RC circuit
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What if v = vest?
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Superposition

Vin Vout

Vin = ax(t) + by(t)

Vout = f (Vin)

Vout = af (x(t)) + bf (y(t))
If then



Measuring “alikeness”

{x(t)e−st}Average
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The Laplace transform

F(s) = ∫
∞

0
f(t)e−stdt

F(s) = ℒ {f(t)}
F(s) ↔ f(t)

Time domains domain



The z-transform

f(n) ↔ F(z)



The Fourier transform

f(t) ↔ F(ω)

f(t) ↔ F( f )



Fourier transform of an impulse

t f

f(t) ↔ F( f )
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Fourier transform of a pulse

t

f(t) ↔ F( f )
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Fourier transform of a cosine

t ff0-f0

f(t) ↔ F( f )



What about random signals?
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What about random signals?
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The DFT

F(m) =
N−1

∑
n=0

f(n)e−2πimn
N



DFT of a cosine wave
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DFT of a cosine wave
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Masking
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MP3 encoding
Karlheinz Brandenburg MP3 and AAC explained
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Figure 2: Block diagram of an MPEG-1 Layer-3 encoder.

of a proprietary Fraunhofer extension to MPEG-
1/2 Layer-3 and works at 8 kHz, 11.05 and 12 kHz
sampling frequencies.

Bit-rate
MPEG audio does not work just at a fixed compres-
sion ratio. The selection of the bit-rate of the com-
pressed audio is, within some limits, completely
left to the implementer or operator of an MPEG
audio coder. The standard defines a range of bit-
rates from 32 kbit/s (in the case of MPEG-1) or
8 kbit/s (in the case of the MPEG-2 Low Sam-
pling Frequencies extension (LSF)) up to 320 kbit/s
(resp. 160 kbit/s for LSF). In the case of MPEG-
1/2 Layer-3, the switching of bit-rates from audio
frame to audio frame has to be supported by de-
coders. This, together with the bit reservoir tech-
nology, enables both variable bit-rate coding and
coding at any fixed bit-rate between the limits set
by the standard.

3.2. Normative versus informative

One, perhaps the most important property of MPEG stan-
dards is the principle of minimizing the amount of nor-
mative elements in the standard. In the case of MPEG
audio this leads to the fact that only the data represen-
tation (format of the compressed audio) and the decoder
are normative. Even the decoder is not specified in a bit-
exact fashion but by giving formulas for most parts of the
algorithm and defining compliance by a maximum de-
viation of the decoded signal from a reference decoder
implementing the formulas with double precision arith-
metic accuracy. This enables decoders running both on
floating point and fixed point architectures. Depending
on the skills of the implementers, fully compliant high

accuracy decoders can be done with down to 20 bit (in
the case of Layer-3) arithmetic wordlength without using
double precision calculations.
Encoding of MPEG audio is completely left to the imple-
menter of the standard. ISO/IEC IS 11172-3 (andMPEG-
2 audio, ISO/IEC 13818-3) contain the description of ex-
ample encoders. While these example descriptions have
been derived from the original encoders used for verifica-
tion tests, a lot of experience and knowledge is necessary
to implement good quality MPEG audio encoders. The
amount of investment necessary to engineer a high qual-
ity MPEG audio encoder has kept the number of indepen-
dently developed encoder implementations very low.

3.3. Algorithm description
The following paragraphs describe the Layer-3 encoding
algorithm along the basic blocks of a perceptual encoder.
More details about Layer-3 can be found in [3] and [2].
Fig 2 shows the block diagram of a typical MPEG-1/2
Layer-3 encoder.

3.3.1. Filterbank

The filterbank used in MPEG-1 Layer-3 belongs to the
class of hybrid filterbanks. It is built by cascading two
different kinds of filterbank: First the polyphase filter-
bank (as used in Layer-1 and Layer2) and then an addi-
tionalModified Discrete Cosine Transform (MDCT). The
polyphase filterbank has the purpose of making Layer-3
more similar to Layer-1 and Layer-2. The subdivision of
each polyphase frequency band into 18 finer subbands in-
creases the potential for redundancy removal, leading to
better coding efficiency for tonal signals. Another pos-
itive result of better frequency resolution is the fact that
the error signal can be controlled to allow a finer tracking
of the masking threshold. The filter bank can be switched
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DFT “Hall of Fame”
Audio coding
Video coding
Speech recognition
Speech coding
Digital TV transmission
Cellular telephone transmission
Digital filtering
Fast matrix multiplication
Pitch correction
Radio astonomy

“The most important algorithm of our 
lifetime”  

Gilbert Strang



Radon transform

From: https://commons.wikimedia.org/wiki/File:Radon_transform_sinogram.gif
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Final lecture!

Operating systems
31st May 6pm (UK time) 2022

Thanks and kudos to the Worshipful Company of Information 
Technologists who sponsor these lectures.


