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Route Guidance High Frequency Trading Home Automation1997: IBM’s 
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AlphaGo beat 
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Are large language programs ANI?



The evolution of AI: Artificial neurons
Warren MuColloch and Walter Pitts (1943)

Source: 
https://en.wikipedia.org
/wiki/Neuron



What is the essence of this process?
Warren MuColloch and Walter Pitts (1943)

Source: Chandra, A.L. 2018, “McCulloch-Pitts Neuron — Mankind’s First Mathematical Model Of A Biological Neuron”, Medium, Jul 24 
2018

Activate if visual is funny

Activate if text is funny

Activate if speech is 
funny
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sufficient 
number of 
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How do we translate this into a computer 
program?

Should you go surfing? Yes = 1; No = 0 (Threshold value for decision = 3)
How do you decide?
• Are the waves good? (Yes: 1, No: 0)
• Is the surfing line-up empty? (Yes: 1, No: 0)
• Has there been a recent shark attack? (Yes: 0, No: 1)

Then add weights on how important these characteristics are to you.



How do we translate this into a computer 
program?

Should we go surfing?
 X1 = 1, since the waves are great
 X2 = 0, since the crowds are out
 X3 = 1, since there hasn’t been a recent shark attack
Weights:
W1 = 5, since large waves don’t come around often
W2 = 2, since you’re used to the crowds
W3 = 4, since you have a fear of sharks

Then the threshold value !𝑌 = 1×5 + 0×2 + 1×4 − 3 = 6
Conclusion: We should go surfing.



The next step: Image recognition



Predicting a number from an image

Problem: Is the image a 2 or a 9?
Step 1: Initialise the weights
Step 2: For each image, use these weights to predict whether it is a 2 or a 9.
Step 3: Out of all these predictions, find out how good the model is. Calculate the gradient, which 
measures for each weight, how changing the weight would change the loss
Step 4: Change all weights based on the calculation
Step 5: Go back to step 2 and repeat
Iterate until the decision to stop.



Predicting a number from an image



Predicting a number from an image

The computer needs to be trained. Split the data into a training dataset 
and a validation dataset.

Independent variables: The pixel representations of the 2s and 9s in the 
training dataset

Dependent variable: Indicator variable: Handwritten 2 = 1; Handwritten 9 
= 0.



Supervised learning: Classifying data in India

Source: The New York Times, August 16, 2019 



Predicting a number from an image

Steps: 
1. Initialize the weights (give a weight to each pixel randomly)
2. Use the formula derived from the training dataset and these 

weights to predict whether this is a 2 or a 9.
3. Use a loss function to check how good your model is 

1. Create a function that records the difference between the 
predictions the model gives and the correct answer

2. Calculate the gradient



Making a decision



Assessing accuracy

Number of samples

Predicted value

Actual value



Image recognition: Convolutional Neural Networks
1. Feed the input image into the first layer of the network. 
Apply a set of convolutional filters to the image, which 
detect different features such as edges, textures, and 
shapes.
2. Feed the output of the first layer to the next layer of the 
network. Apply a second set of convolutional filters. These 
filters detect more complex patterns and features, such as 
shapes of ears and noses.
3. Repeat process of applying convolutional filters and 
passing the output to the next layer until you reach the 
final layer of the network, which produces the 
classification result. 
4. Output: A probability score indicating the likelihood 
that the image contains a dog.



Image recognition

Source: Sousa, Mark, 2019, 
Visualizing the Fundamentals of 
Convolutional Neural Networks, 
Towards Data Science, Medium.



Text prediction: Natural language processing
Gmail and the Word2Vec algorithm

Predict the context in which the word appears.
Example sentence: "The cat sat on the mat." 

The word2vec algorithm creates a context for each word in the sentence:

 For "the", the context would be "cat", "sat", "on", "the", "mat".
 For "cat", the context would be "the", "sat", "on", "the", "mat".
 For "sat", the context would be "the", "cat", "on", "the", "mat".

Once the contexts are created, the algorithm trains a neural network to predict the 
center word given its context. This results in a high-dimensional vector 
representation of each word in the corpus, where words that appear in similar 
contexts are represented by vectors that are close together in the vector space.



Text prediction: Natural language processing
Why is this interesting?

These vector representations allow for mathematical operations on words.

Word Vector representation Output

Queen 75

Man 25

Woman 28

75-28+25=72 ?



Recurrent neural networks

Problem is the length of the dependency. Consider understanding two phrases:
The clouds are in the …? What do you predict is the next word?
I grew up in a small house in Provence. I used to go with my grandmother to the local village every day and we 
would buy baguettes and cheese. In the afternoon, I would play boule with my friends. I speak fluent ..
What language do you predict I am going to say? 
This is the vanishing gradient problem in RNNs. It occurs when the gradients of the loss function with respect to 
the weights in the network become very small, making it difficult to update the weights properly during 
training. This can lead to a lack of memory in the network, making it difficult to capture long-term 
dependencies in sequential data.
LSTMs (Long-Short term memory) use special memory cells to solve some of these problems. But still limits on 
how far away the dependencies can be. In addition, they have their own problems.

https://towardsdatascience.com/the-fall-of-rnn-lstm-2d1594c74ce0


Large language models
Let’s try the same example on ChatGPT:

Complete the sentences "I grew up in a small house in Provence. I used to go with 
my grandmother to the local village every day and we would buy baguettes and 
cheese. In the afternoon, I would play boule with my friends. I speak fluent ...“

"I grew up in a small house in Provence. I used to go with my grandmother to the 
local village every day and we would buy baguettes and cheese. In the afternoon, I 
would play boule with my friends. I speak fluent French, which I learned from my 
family and from attending school in the nearby town."



How do large language models work?
Claude Shannon, 1948, A mathematical theory of communication

Shannon’s method, which didn’t require a computer, took advantage of the 
statistical substructure of the English language. 
• Start with a seed word for a new sentence: “the”. 
• Open a library book, turn to a random page, and read until you get “the” in the 

text. 
• Write down the word that comes next, say, “head.” 
• Repeat: Select a new random page, read till you find “head,” write down the next 

word, and so on. 
• Eventual sentence: “The head and in frontal attack on an English writer that the 

character of this point is therefore another method.” 



How do large language models work?
Variation: Don’t look for single words. Look for short strings.

Seed phrase: “I started looking in”
Look for phrase in a selected book. Next word is “that”
Look for phrase “started looking in that” and so on. 

Unfortunately, there might be very few examples. So what do you do? 

Answer: Probability weighting

Search the entire text for all phrases that start with “started looking in”.
Examples: “started looking in that” “started looking in my”.
Give votes to every alternative.
Calculate similarities of different phrases and then give more votes to exact or 
stronger matches.



How do large language models work?
Going further

Don’t train on one book. Train using all the data that is available.

How much is available?

GPT3 used Common Crawl with 45 terabytes of data filtered to high-quality data for 
570 GB. 
GPT4 probably several terabytes. 

Source: Economist, 2023, Large, creative AI models will transform lives and labour markets



How do large language models work?
Sir Evelyn de Rothschild was a pupil at Harrow School and …

Convert each word into a token (a number). Tokens can be words such as “pupil” or 
“was”. It can be affixes such as “dis” or “ized”. Or punctuation such as “,”.

GPT3 has 50,257 tokens and can process 2048 tokens at one time – about a 
newspaper article.
GPT4 can handle 32,000 tokens at one go – a short novel.
Computation time rises non-linearly with length of the input.

Put the tokens together into a meaning space – where similar words are located in 
similar areas



How do large language models work?
Sir Evelyn de Rothschild was a pupil at Harrow School and …



How do large language models work?
Sir Evelyn de Rothschild was a pupil at Harrow School and …

Generate a word and feed it back to itself based on the prompt alone. 
Generate a second word by including the first word in the response.
Generate a third word by including the first two generated words, and so on. 

This process is called autoregression. It repeats until the LLM has finished.

Sir Evelyn de Rothschild was a pupil at Harrow School and then went on to study 
history at Trinity College, Cambridge.



How do large language models work?
But you can carry it too far …

Complete the sentence “Sir Evelyn de Rothschild was a pupil at Harrow School and 
then went on to study history at Trinity College, Cambridge, but”

he eventually joined the family's banking business, N M Rothschild & Sons, where 
he worked his way up to become chairman of the bank from 1976 to 2003. During 
his tenure, he oversaw the expansion of the bank into new markets and helped to 
establish it as one of the leading investment banks in the world.



Hallucinations
Describe Professor Raghavendra Rau at the University of Cambridge. Describe 
where he got his degree, where he has worked, and what his most heavily cited 
papers are.

Professor Raghavendra Rau is the Sir Evelyn de Rothschild Professor of Finance at 
the University of Cambridge's Judge Business School. He holds a Ph.D. in Finance 
from MIT, and a B.A. in Economics from St. Stephen's College in Delhi, India.

Before joining the University of Cambridge, Professor Rau held academic positions 
at the University of California, Berkeley, Purdue University, and the University of 
California, Los Angeles. He has also held visiting positions at a number of 
institutions, including the London School of Economics, the University of Chicago, 
and the Indian School of Business.



Hallucinations
Describe Professor Raghavendra Rau at the University of Cambridge. Describe 
where he got his degree, where he has worked, and what his most heavily cited 
papers are.

Some of his most heavily cited papers include "Managerial Reputation and 
Corporate Investment Decisions," "Do IPO Charters Maximize Firm Value? 
Antitakeover Protection in IPOs," and "What's in a Name? Reputation Building and 
Corporate Strategy."



Hallucinations
What is a 6-letter synonym ending in p for absconds?

The 6-letter synonym ending in "p" for "absconds" could be "escarp". However, it's 
worth noting that "escarp" is not a commonly used word in modern English, and 
"absconds" is more frequently used.



Emergent capabilities
An emergent ability is an ability that is “not present in small models but is present in 
large models.” 

• GPT-3 13B: Hindu knowledge, modified arithmetic
• GPT-3 175B: Analytic entailment, codenames, phrase relatedness, question 

answer creation, self evaluation tutoring, common morpheme, fact checker, 
figure of speech detection, international phonetic alphabet transliteration, logical 
deduction, misconceptions, physical intuition, social IQ, strange stories, strategy 
Q&A

• LaMDA 137B: Gender inclusive sentences, german, repeat copy logic, sports 
understanding, Swahili-English proverbs, word sorting, word unscrambling, irony 
identification, logical arguments

Source: Wei, Jason, 137 emergent abilities of large language models, Nov 14, 2022



But they are still black boxes
Spot the difference

Source: https://www.quantamagazine.org/machine-learning-confronts-the-elephant-in-the-room-20180920/



And they can misfire
ImageNet includes more than 14m photographs, mostly of objects but also of humans, 
that have been classified and labeled by legions of workers on Amazon’s crowdsourcing 
labor site, Mechanical Turk.

If you upload your photo, ImageNet Roulette will use AI to identify any faces, 
then label them with one of the 2,833 subcategories of people that exist within 
ImageNet’s taxonomy.

https://www.nytimes.com/2012/11/20/science/for-web-images-creating-new-technology-to-seek-and-find.html


In big ways 



In big ways 

Source: Roose, Kevin, 
2023, Bing’s A.I. Chat: 
‘I Want to Be Alive’, 
New York Times, Feb 
16 2023



https://kottke.org/18/12/ai-generated-human-faces-that-look-amazingly-real

Generative adversarial networks Source: Kashmir Hill and Jeremy White, 2020, 
Designed to deceive: Do these people look real 
to you?, New York Times, Nov 21, 2020



Welcome to the world of fake news



Or worse
Spies on LinkedIn used AI generated faces to connect with targets

https://apnews.com/bc2f19097a4c4fffaa00de6770b8a60d



So what should you worry about?

Source: xkcd.com



FOR THE LOVE OF LEARNING 
SINCE 1597 


