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How does technology help the world of business?
It helps us analyze information.

• It creates (one-way) transparency. Businesses know what you want, how you 
react, and can position goods and services appropriately. 

• Solves problems of information asymmetry for businesses: Moral hazard and 
adverse selection

• If you don’t trust the businesses to record information properly, use 
distributed ledger technology to record.



Making inferences from information
The economist cannot see what you think, only what you do.

If I offer you an apple or a banana at the same price, and you pick the banana 
what do I infer?

But what are you reacting to? Suppose you prefer: 
• apples > bananas
• organic > regular and 
• ripe > green. 

• Are you choosing between ripe organic bananas and regular green apples?  
What dimension is more important to you? What happens if there are more 
dimensions (how and where it was grown, its sugar content, nutritional value, 
and shelf life)? 



We are bad at processing more than a few 
dimensions
• Except for visual patterns, the human brain isn’t very good at processing 

huge amounts of information. 
•Humans are only really able to juggle about half a dozen distinct pieces 
of information at the same time—we can’t even compare three 
characteristics of three different products.

George A. Miller, “The Magical Number Seven Plus or 
Minus Two: Some Limits on Our Capacity for Processing 
Information, Psy Review, 63 (2), 1956

http://pubman.mpdl.mpg.de/pubman/item/escidoc:2364276/component/escidoc:2364275/Miller_1956_Magical.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2364276/component/escidoc:2364275/Miller_1956_Magical.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2364276/component/escidoc:2364275/Miller_1956_Magical.pdf


Early attempts at manipulation

• Numbers in China: 4, 8, 250



What does tech do?
It personalizes business approach based on your specific preference.

• Target predicting pregnancy?

How does the process work?

• A/B testing

• Cambridge Analytica



Does it do a good job?



Bertrand, Marianne, and Sendhil Mullainathan, 2004, Are Emily and Greg more 
employable than Lakisha and Jamal? A field experiment on labor market discrimination, 
American Economic Review 94, 991-1013.

Edelman, Benjamin, Michael Luca, and Dan Svirsky, 2017, Racial discrimination in the 
sharing economy: Evidence from a field experiment, American Economic Journal: Applied 
Economics 9, 1-22.

Perhaps it reduces discrimination?



Perhaps it helps you learn about yourself?



Perhaps it does too good a job?
Cancer awareness? Ads for Zejula (GlaxoSmithKline drug 
for advanced ovarian cancer)

National Breast Cancer Awareness Month? Ads for 
Piqray (Novartis)

Signs you are having a stroke? Brilinta (Astra Zeneca)

COPD? Trelegy (GlaxoSmithKline) 



And the information leaks
If you use Flo, a women’s health app, it asks 
you to enter intimate details about your body 
you might not share even with your closest 
friends or family: 

The color and consistency of your vaginal 
discharge, the length of your period, whether 
you had protected or unprotected sex, 
whether you have a low libido.



It shows up in unexpected places



Step 1: Send audiovisual prompts in 
regional languages as reminders. 
Step 2: If the user misses their first 
repayment, it forcefully changes the 
wallpaper on their cellphones. 
Step 3: If you are a prolific selfie-taker, 
the app will send notifications every 
time the camera function is opened. 
Step 4: If the user continues to default 
on the loan, frequently used messaging 
and social apps like Facebook or 
Instagram are progressively blocked
Step 5: Shut down all the phone’s 
functionalities.

And sometimes it makes mistakes



Why does it make mistakes?

Lab learning is not the same as real world performance

Training data does not meet real world examples

Underspecification: even if a training process can produce a good model, it 
could still spit out a bad one because it won’t know the difference. Neither 
would we.



Why does it make mistakes? Goodhart’s law
Once a useful number becomes a measure of success, it ceases to be a useful number.

• Textile factories were required to produce quantities of fabric that were specified 
by length, and so looms were adjusted to make long, narrow strips. 
• Uzbek cotton pickers were judged on the weight of their harvest. So they would 

soak their cotton in water to make it heavier. 
• When America’s first transcontinental railroad was built, in the eighteen-sixties, 

companies were paid per mile of track. So a section outside Omaha, Nebraska, was 
laid down in a wide arc, rather than a straight line, adding several unnecessary (but 
profitable) miles to the rails.
• NHS 2005 reform: Doctors would be given a financial incentive to see patients 

within forty-eight hours.



Goodhart’s law applied to machine learning
How do you communicate an objective to your algorithm when the only 
language you have in common is numbers?

• Algorithm to land plane on aircraft carriers

• Algorithms to recommend release of incarcerated people awaiting trial
• Problem? 



But that means we have to generate the numbers

• FICO credit scores 
• Posts on Facebook
• Teachers: RateMyProfessors.com 
• Authors: Amazon scores
• Airbnb hosts and guests: Cleanliness scores 
• Taskrabbit, Deliveroo drivers, Uber drivers: Have you ever given a 

bad rating to an Uber driver?
• Fitbit scores: Company health plans
• Peeple
• You can even rate your bowel movements online
• Black Mirror: Nosedive episode



Social engineering



Social engineering on a larger scale



How can we construct a score like this?

• Score ranging from 350-950 points depending on five sets of factors:

• Credit history: Do you pay your electricity or phone bill on time? Do you 
repay your credit card in full? 

•Ability to fulfil a contract: Cash, stock or investment records

• Social Status: Educational and professional background; Verifying personal 
information such as your mobile phone number and address. 

• Behaviour and preferences: Your shopping habits. What do you buy?

• Interpersonal relationships: What do your choice of online friends and their 
interactions say about you?



So why sign up?
Perks (from Sesame Credit):
• 600 points: Take out a ‘Just Spend’ loan of up to 5,000 yuan (around $1,000) to use to 

shop online on an Alibaba site. 
• 650 points: Rent a car without leaving a deposit. Faster check-in at hotels and use of the 

VIP check-in at Beijing Capital International Airport. 
• More than 666 points:  Get a cash loan of up to 50,000 yuan from Ant Financial Services. 
• Above 700: Apply for Singapore travel without supporting documents, such as an 

employee letter. 
• Above 750: Fast-tracked application to a Schengen visa. 
Status symbol
• Increase your odds of getting a date, (The higher your Sesame rating, the more 

prominent your dating profile is on Baihe)



Is the system being implemented?
• Not yet

• Financial credit scoring pretty much done (like US credit scores)

• Patchy and vague regulations on the social side

• Consequence: local governments are introducing pilot programs that seek to define 
what social credit regulation looks like



Local implementations
Rongcheng, China: 



Social physics



Other problems: Security and privacy
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Other problems: Security and privacy



Other problems: Interacting algorithms

1.Credit-reporting algorithms: Access to private goods and services like cars, homes, and 

employment.

2.  Algorithms adopted by government agencies: Affect access to public benefits like health 

care, unemployment, and child support services.

Who uses algorithm type 1? Consumer reporting agencies, including credit bureaus, tenant screening 

companies, or check verification services

Where do they get data from? A wide range of sources: public records, social media, web browsing, 

banking activity, app usage, and more. 

What do they do with it? Assign people “worthiness” scores, which figure heavily into background checks 

performed by lenders, employers, landlords, even schools.



Other problems: Interacting algorithms
1.Credit-reporting algorithms: Access to private goods and services like cars, homes, and 

employment.

2.  Algorithms adopted by government agencies: Affect access to public benefits like health 

care, unemployment, and child support services.

Who uses algorithm type 2? Government agencies who want to modernize their systems. 

Where do they get it from? The software procurement process is rarely transparent, and 

lacks accountability. Public agencies often buy automated decision-making tools directly 

from private vendors. 

What can go wrong? Little public vetting makes the systems more prone to error.



Other problems: Interacting algorithms
1.Credit-reporting algorithms: Access to private goods and services like cars, homes, and 

employment.

2.  Information algorithms: Direct your attention to particular news items.

Who creates algorithm type 2? Media services such as Facebook, LinkedIn, 

Tiktok, Twitter



Other problems: Misuse of data
Alexa:

Victor Collins, a police officer from Arkansas, was found floating dead in the hot tub 
of his friend James Andrew Bates, who became a suspect. Two years later, attorney 
Nathan Smith, the lead prosecutor in the first-degree murder trial, ordered Amazon 
to hand over the audio recordings from Bates’s digital assistant, used in the Echo 
speakers in his home. 

• Uber
• Rides of Glory
• God View
• Greyball
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